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We describe a method for using interpolatory models to accurately and efficiently simulate
molecular excitation and relaxation. We use sparse interpolation for efficiency and local error
estimation and control for robustness and accuracy.
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1. Introduction

The purpose of this paper is to describe an efficient algorithm for simulation of light-
induced molecular transformations. The simulation seeks to follow the relaxation
path of a molecule after excitation by light. The simulator is a predictive tool to
see if light excitation and subsequent return to the unexcited or ground state will
produce a different configuration than the initial one.

We simulate the results of the excitation, rather than the excitation itself. The
excitation will change the quantum state of a molecule. Our objective is to design
software that will let one explore the possible changes in a molecule after a sequence
of excitations.

The goals of the simulation are not only to identify the end point, but to report
the entire path in an high-dimensional configuration space so that one can look for
nearby paths to interesting configurations and examine the energy landscape near
the path to see if low energy barriers make jumping to a different path possible.
We have used earlier versions of the algorithm from this paper in previous work
[11–13] and our software has also been applied to sensors in [4].

Our approach uses the Smolyak sparse interpolation [19] method to build a surro-
gate model of an expensive molecular dynamics code (in our particular case Gaus-
sian [7]), and uses that model to drive a numerical ODE integrator. In this paper
we describe a new version of the algorithm which incorporates error estimation
and control and response to the performance of Gaussian’s internal optimization.
We then apply the new algorithm to the application from [4] to illustrate the ideas
and demonstrate the quality of the error estimate.

We begin in § 1.1 with a precise statement of the problem and the stages of
model reduction we will need to make a solution computationally tractable. In § 2
we describe the details of the latest version of the method. Finally, in § 3 we give
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two examples that illustrate the utility of the software and show how our error
estimates compare with computational results.

1.1. Problem Formulation

The task is to develop a design tool which will simulate molecular changes after
excitation. Ideally, we would do this by computing the ground state, simulating
excitation with a quantum chemistry code (in our case Gaussian [7]), and then
following the gradient descent path in molecular configuration space (bond lengths,
valence angles, and torsion angles).

Molecules of interest can have hundreds of atoms and degrees of freedom. One
cannot vary all of the degrees of freedom at once in a dynamic simulation because
the simulator is too computationally costly. Hence, we must apply several layers of
model reduction.

The first of these is to isolate a few molecular coordinates of particular interest
and vary only those in the dynamic simulation. The simulator computes an energy
E`(p) as a function of a vector of configuration variables (torsion and bond angles)
p ∈ RN and the quantum state ` = 0, 1, . . . . We split

p =
(
x
ξ

)
into a low-dimensional vector of design variables x and the remainder ξ. Given `,
we compute the energy E`(x) as a function of x alone via

E`(x) = min
ξ
E`
(
x
ξ

)
(1)

Gaussian approximates the solution of the optimization problem in (1) with a
variant of the the BFGS [3, 5, 6, 8, 9, 17] algorithm.

The objective of this project is to simulate excitation of a molecule from one
quantum state ` to another `′ and the subsequent relaxation to a local minimum of
E`′ . The simulator will do this repeatedly for a sequence of states, beginning and
ending at ` = 0. We seek a sequence of states for which the initial configuration
at the ground state (` = 0) is different from the one at the end of the sequence of
excitations.

For each `, we would ideally compute the local minimum with the gradient de-
scent method, i. e. integrate the dynamics

ẋ = −∇E`(x) (2)

with initial data given either by the ground state configuration (for ` = 0 at
the start of the simulation) or by the result of excitation from a local minimum
at another state. The evaluation of ∇E` is too expensive to drive the numerical
solution of (2), so we apply a second level of model reduction and replace E` with a
piecewise polynomial interpolant. This is sufficient, if done carefully, to solve simple
problems with as many as two degrees of freedom (i. e. ` ∈ R2), and we report on
results with a simple two-dimensional spline interpolation in [11, 12]. The problems
with such an interpolation are that the number of nodes increases exponentially
with the number of degrees of freedom (the size of x) and one must take care
with the ordering of the evaluation of the nodes to make sure that the internal
optimization has a sufficiently good initial iteration. The internal optimization in
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Gaussian can fail if one does not pay attention to the latter problem.
In this paper we describe our most recent progress in addressing the two problems

listed above. Sparse interpolation [19] will limit the growth in the number of nodes
to a polynomial in the size of x, and we show how to couple sparse interpolation to
an error estimation and control scheme which not only estimates the error in the
dynamics, but also limits the failures in Gaussian’s internal optimization.

1.2. Example: 2-Butene C4H8

In this section we give a simple example with only one degree of freedom. In this
case it is possible to follow the relaxation after excitation by brute force, and this
was done in [10].

This molecule has two stable geometries (cis and trans) for ` = 0, and the
transition path after excitation is well understood [10, 15, 18]. Figure 1 shows the
two configurations. Note that they differ by a rotation of the torsion angle in the
center of the molecule, hence a single degree of freedom will suffice to model the
transition.

(a) (b)

Figure 1. trans(a) and cis(b) 2-Butene

Figure 2 illustrates our independent duplication of the result from [10]. The
arrows starting from the bottom left of the figure show excitation from the ground
state (cis), followed by relaxation to a minimum in the excited state, then a drop
to the ground state and relaxation to a different local minimum (trans).

Figure 2. Simulation with one degree of freedom
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2. Algorithms

Assume that x ∈ Rd. We will approximate E` on hypercubes in Rd, which we will
refer to as “patches”. At present the sides of the patches are parallel to coordinate
axes in our software, but this is not necessary. We will let h denote the length of
the sides of the patch, so the volume of the patch is hd. We will approximate E`
with a polynomial Ek` of degree of exactness k on each patch. Here, by degree of
exactness we mean that the interpolation scheme will reproduce polynomials of
degree k exactly, but may have degree higher than k.

We approximate the dynamics with a numerical integration on the patch of

ẋ = −∇Ek` (x). (3)

The simulations we report in § 3 all use k = 2 and k = 3. We used a standard
Runge-Kutta 45 integration routine [1, 16] to integrate (3). The final step is to
estimate the error of E on the patch and query the status of Gaussian’s internal
optimizer to determine the size of the new patch.

We begin the simulation at ` = 0 with the ground state. The data for the
simulation are

• The molecular data for Gaussian and the ground state.
• A sequence of quantum states {`i}pi=1, where `1 = `p = 0.

The simulation loops over the quantum states, switching from one to the next
when the integration stagnates at a local minimum. We create an initial patch
and integrate (3) with a variable step size Runge-Kutta method [1, 16]. We detect
local minima by terminating the integration when ‖∇Ek` ‖ is sufficiently small and
resolving the local minimum with a Newton iteration. On each patch we will either
terminate on a local minima or the integration will collide with a patch boundary
with one Runge-Kutta within the patch and the next outside. In the former case,
we move to the next quantum state, in the latter we create a new patch located so
that the last Runge-Kutta step in the old patch is on the “incoming” side of the
new one. The size of the new patch depends on an estimate of the error in the old
patch (see § 2.2) and the performance of Gaussian’s internal optimization on the
old patch.

2.1. Sparse Interpolation

On each patch we approximate the energy with a sparse interpolation [2, 14, 19, 20].
We will only sketch the formulae and refer the reader to the literature for the details.
The method begins with interpolations in one dimension at the Chebyshev extrema

xij = − cos
(
π(j − 1)
mi

)
, 1 ≤ j ≤ mi,

where mi = 2i−1 + 1. We let

U i(f)(x) =
mi∑
j=1

f(xij)l
i
j(x)

be the polynomial interpolant of f at the Chebyshev extrema. Here lij are the usual
Lagrange polynomials.
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Now let f : Rd → R. Using standard multi-index notation, let

ī = (i1, . . . , id) and |̄i| =
d∑
j=1

ij .

For x = (x1 . . . xd)T define

U ī(f)(x) =
mi1∑
j1=1

· · ·
mid∑
jd=1

f(xi1j1 . . . x
id
jd

)(li1j1(x1) . . . lidjd(xd)). (4)

The sparse interpolation is

A(k, d, f) =
∑

k+1≤|̄i|≤d+k

(−1)d+k−|̄i|
(

d− 1
d+ k − |̄i|

)
U ī, (5)

and the set of nodes Ωk is implicitly defined by (4) and (5). Figure 3 are examples
in d = 2, 3 for degree of exactness k = 5.

(a) (b)

Figure 3. Sparse Grids for k = 5 in two and three dimensions

Our surrogates Ek are polynomial interpolations with degree of exactness k. We
construct them by mapping the patch to [−1, 1]d and using (5).

The important points are

• The Smolyak grids are nested; Ωk ⊂ Ωk+1. So, one can estimate El for any l < k
with no additional work after the evaluation of Ek.

• Ek requires≈ 2kdk/k! evaluations of E. This compares well with the best possible(
d+ k
k

)
≈ dk/k!

2.2. Error Estimation and Control

We control the size of the patch in two ways. The first is to keep the error below
a tolerance τ .



6 MOKRAUER and KELLEY

For a patch of side length h, the error in Ek is O(hk+1). Just as one would do in
a variable step Runge Kutta approach, we estimate the error in Ek by

εk = ‖Ek − E‖RK/‖Ek‖RK ≈ ‖Ek+1 − Ek‖RK/‖Ek‖RK

where the norm is the maximum over the Runge-Kutta steps in the integration. If
the estimate is over τ , we shrink the current patch and recompute the path.

If the error in the current patch is acceptable, we then set

εk = Chk+1 = ‖Ek+1 − Ek‖RK/‖Ek‖RK

and solve for C to obtain the approximation

C̃ =
‖Ek+1 − Ek‖RK
‖Ek‖RKhk+1

.

We estimate the error in the new patch by

ε̃ = C̃hk+1

and set the patch size so that ε̃ = Xτ , so the new patch size is

hnew = .7
(
τ/C̃

)1/(k+1)
.

Gaussian reports the number of internal optimization iterations needed to eval-
uate E at each of the interpolation nodes, and its internal optimizaiton terminates
with failure after 20 iterations If the internal optimization fails, we must rebuild
the patch with a small side length. This is very expensive and wastes the evalu-
ations we did before the failure. To guard against failure we reduce h if the any
the internal optimizations need more than 10 iterations. The safeguarding takes
precedence over the error control, so we reduce the patch size if we are in danger
of having the internal optimization fail, even if the error indicators would allow us
to increase it.

3. Examples

All computations were performed on the high performance computing cluster at
North Carolina State University. Our chassis has 60 quad core Xeon processors with
2GB distributed memory per core and dual gigabit ethernet interconnects. The
operating system is Red Hat Linux version 2.6.18. Potential energy computations
were performed using Gaussian 09. Script editing was done with Python 2.6.5.
Interpolation and optimization was done with Matlab version 7.9.0.529.

In the examples we used k = 2 and k = 3 for the low and high order interpolations
with τ = 10−3.

3.1. Butene Revisited

For two or more degrees of freedom plots like Figure 2 can be difficult to understand,
so we illustrate the progress of the optimization with plots for each of the three
degrees of freedom and the energy. The initial excitation dramatically increases
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the energy, after which the molecule relaxes in the new state. The computation
required only five patches.

Figure 4 illustrates the design variables. These are the three angles D1, D2, and
D3. D1, which was the single degree of freedom in the computation in § 1.2, is the
center torsion angle 8− 6− 2− 1, which means one can rotate the molecule on the
6− 2 axis. Similarly D2 is the angle 12− 8− 6− 2 and D3 is 6− 2− 1− 4.

Figure 4. Three degrees of freedom

In Figure 5 we plot the changes in the three coordinates as functions of the
Runge-Kutta step counter. From the figure one sees that D1 changes significantly
after the simulation, which agrees with the results in § 1.2, and that D2 and D3
change little, if at all.

The vertical axis in the energy plots has a maximum energy of zero, which is an
consequence of Gaussian’s energy being in the interval (− inf, 0).

Figure 5. Simulation with three degrees of freedom

In Figure 6 we compare the value of E(x) as computed with a call to Gaussian,
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with the solution of

ẋ = −∇E3(x),

on each of the five patches, again as a function of the Runge-Kutta step on the
patch. This figure is very expensive to create, as we have to do a Gaussian compu-
tation at every Runge-Kutta point and can only exploit parallel Gaussian calls in
a limited way because there are only a few (10 – 20) Runge-Kutta points in each
patch. Contrast this with the parallel execution of Gaussian on the 69 patch nodes
for k = 3.

The error estimate is quite good and the error control keeps the error well below
the tolerance of 10−3.

Figure 6. Testing the error indicator

3.2. Stilbene C14H12

Our final example is stilbene (C14H12) a larger molecule. We include this final
example to show how our approach can handle a molecule with more atoms in the
context of a simulation with more degrees of freedom. The simulation for stilbene
took over 95,000 seconds, more than 50 times the 1800 seconds we needed for
butene.

These results were first reported in [4]. The simulation has five degrees of freedom,
and is so large that we could not make an error plot like the one in Figure 6 in
a reasonable amount of time. In Figure 7 we illustrate the five angular degrees of
freedom.

Figure 8 has plots of the changes in the degrees of freedom and the energy as a
function of the Runge-Kutta step. The excitation at the start of the simulation is
indicated by a vertical line from the ground state (marked with a ∗) to the initial
data for the simulation. D5 changes significantly in the simulation, and Figure 9
illustrates that.
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(a) (b) (c)

(d) (e)

Figure 7. The five design angles D1(a), D2(b), D3(c), D4(d), D5(e)

Figure 8. Stilbene simulation with five degrees of freedom

(a) (b)

Figure 9. initial (a) and final (b) states
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